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1. INTRODUCTION

The cost of delivered photovoltaic (PV) power is determined by the PV mod-
ule conversion efficiency and the capital cost of the PV system per unit area.
To achieve very low cost PV power, it is necessary to develop cells that have
very high conversion efficiency and moderate cost. Toward this end, we have
been investigating the possibility of achieving high conversion efficiency in
single-bandgap solar cells by capturing the excess energy of electron – hole
pairs created by the absorption of solar photons larger than the bandgap to do
useful work before these high-energy electron – hole pairs convert their excess
kinetic energy (equal to the difference between the photogenerated electron
energy and the conduction band energy) to heat through phonon emission
[1–4]. These highly excited electrons and holes are termed hot electrons and
hot holes (or hot carriers); in semiconductor nanocrystals, the photogenerated
electron – hole pairs are correlated and are termed excitons. Semiconductor
nanocrystals (also called quantum dots, QDs) have discrete electronic states,
and the absorption of photons with energies greater than the energy differ-
ence between the highest hole state (1 Sh) and the lowest electron state (1 Se)
(also termed the HOMO-LUMO transition) produces excited excitons.

The extraction of useful work from hot electron – hole pairs (hot carriers)
is difficult in bulk semiconductors because the cooling process that occurs
through inelastic carrier–phonon scattering and subsequent hot-carrier cool-
ing is very fast (sub-ps). However, the formation of discrete quantized levels
in QDs affects the relaxation and cooling dynamics of high-energy excitons
and this could enhance the power conversion efficiency by either using the
excess energy of excited excitons to create additional excitons (a process

Nanostructured Materials for Solar Energy Conversion
T. Soga (editor)
© 2006 Elsevier B.V. All rights reserved.

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

CH015.qxd  8/31/2006  2:06 PM  Page 485



termed “multiple exciton generation, MEG” [5]), or allowing electrical or
chemical free energy to be extracted from the excited excitons through charge
separation before the excitons relax and produce heat.

As is well known, the maximum thermodynamic efficiency for the
conversion of unconcentrated solar irradiance into electrical free energy in
the radiative limit, assuming detailed balance, a single threshold absorber,
a maximum yield of one electron–hole pair per photon, and thermal equi-
librium between electrons and phonons, was calculated by Shockley and
Queisser in 1961 [6] to be about 31%; this analysis is also valid for the con-
version to chemical free energy [7, 8]. This efficiency is attainable in semi-
conductors with bandgaps ranging from about 1.2 to 1.4 eV.

However, the solar spectrum contains photons with energies ranging
from about 0.5 to 3.5 eV. Photons with energies below the semiconductor
bandgap are not absorbed, while those with energies above the bandgap create
electrons and holes (charge carriers) with a total excess kinetic energy equal to
the difference between the photon energy and the bandgap. This excess kinetic
energy creates an effective temperature for an ensemble of photogenerated
carriers that can be much higher than the lattice temperature; such carriers
are called “hot electrons and hot holes,” and their initial temperature upon pho-
ton absorption can be as high as 3000�K with the lattice temperature at 300�K.
In bulk semiconductors, the division of this kinetic energy between electrons
and holes is determined by their effective masses, with the carrier having the
lower effective mass receiving more of the excess energy [1]. Thus,

�Ee � (hn � Eg)[1 � me*/mh*]�1 (1)

�Eh � (hn � Eg)� �Ee (2)

where Ee is the energy difference between the conduction band and the ini-
tial energy of the photogenerated electron, and Eh the energy difference
between the valence band and the photogenerated hole (see Fig. 1). However,
in QDs, the distribution of excess energy is determined by the quantized
energy level structure in the QDs and the associated selection rules for the
optical transitions between the hole and electron levels [9].

In the Shockley–Queisser analysis, a major factor limiting the conversion
efficiency to 31% is that the absorbed photon energy above the semicon-
ductor bandgap is lost as heat through electron–phonon scattering and sub-
sequent phonon emission, as the carriers relax to their respective band edges
(bottom of conduction band for electrons and top of valence band for holes)
(see Fig. 1) and equilibrate with the phonons. The main approach to reduce
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this loss and increase efficiency above the 31% limit has been to use a stack
of cascaded multiple p–n junctions in the absorber with bandgaps better
matched to the solar spectrum; in this way higher-energy photons are
absorbed in the higher-bandgap semiconductors and lower-energy photons in
the lower-bandgap semiconductors, thus reducing the overall heat loss due
to carrier relaxation via phonon emission. In the limit of an infinite stack of
bandgaps perfectly matched to the solar spectrum, the ultimate conversion
efficiency at one-sun intensity increases to about 66%. For practical pur-
poses, the stacks have been limited to two or three p–n junctions; actual effi-
ciencies of about 32% have been reported in PV cells with two cascaded p–n
junctions. Other approaches to exceed the Shockley–Queisser limit include
hot carrier solar cells [1–3], solar cells producing multiple electron–hole
pairs per photon [10–14], multiband and impurity solar cells [12, 15], and
thermo-PV/thermophotonic cells [12]. Here, we will only discuss hot carrier
and MEG solar cells, and the effects of size quantization in semiconductor
QDs on the carrier dynamics that control the probability of these processes.

There are two fundamental ways to utilize hot carriers or hot excitons for
enhancing the efficiency of photon conversion. One way produces an enhanced
photovoltage, and the other way produces an enhanced photocurrent. The for-
mer requires that the carriers be extracted from the photoconverter before they
cool [2, 3], while the latter requires the energetic hot carriers to produce a sec-
ond (or more) electron–hole pair through MEG – a process that is the inverse
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Fig. 1. Hot carrier relaxation/cooling dynamics in semiconductors.
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of an Auger process whereby two electron–hole pairs recombine to produce a
single highly energetic electron–hole pair. In order to achieve the former, the
rates of photogenerated-carrier separation, transport, and interfacial transfer
across the semiconductor interface must all be fast compared to the rate of
carrier cooling [3, 4, 16, 17]. The latter requires that the rate of exciton multi-
plication is greater than the rate of carrier cooling and forward Auger processes.

Hot electrons and hot holes generally cool at different rates because they
generally have different effective masses; for most inorganic semiconductors
electrons have effective masses that are significantly lighter than holes and
consequently cool more slowly. Another important factor is that hot-carrier
cooling rates are dependent upon the density of the photogenerated-hot 
carriers (viz, the absorbed light intensity) [18–20]. Here, most of the dynam-
ical effects we will discuss are dominated by electrons rather than holes;
therefore, we will restrict our subsequent discussion primarily to the relax-
ation dynamics of photogenerated electrons.

Finally, in recent years it has been proposed [3, 4, 16, 21–24] and exper-
imentally verified in some cases [1, 25–27], that the relaxation dynamics of
photogenerated carriers may be markedly affected by quantization effects in
the semiconductor (i.e., in semiconductor quantum wells (QWs), quantum
wires, QDs, superlattices, and nanostructures). That is, when the carriers in
the semiconductor are confined by potential barriers to regions of space that
are smaller than or comparable to their deBroglie wavelength or to the Bohr
radius of excitons in the semiconductor bulk, the relaxation dynamics can be
dramatically altered; specifically the hot-carrier cooling rates may be drama-
tically reduced, and the rate of producing multiple excitons per photon could
become competitive with the rate of carrier cooling [1] (see Fig. 2).

2. RELAXATION DYNAMICS OF HOT CARRIERS IN 
BULK SEMICONDUCTORS

Upon photoexcitation with a laser pulse, the initial carrier distributions are
usually not Boltzmann-like, and the first step toward establishing equilibrium
is for the hot carriers to interact separately among themselves and with the ini-
tial population of cold carriers through their respective carrier–carrier colli-
sions and inter-valley scattering to form separate Boltzmann distributions of
electrons and holes. These two Boltzmann distributions can then be separately
assigned an electron and hole temperature that reflects the distributions of
kinetic energy in the respective charge carrier populations. If photon absorp-
tion produces electrons and holes with initial excess kinetic energies at least
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kT above the conduction and valence bands, respectively, then both initial car-
rier temperatures are always above the lattice temperature and the carriers are
called hot carriers. This first stage of relaxation or equilibration occurs very
rapidly (�100 fs) [18, 19], and this process is often referred to as carrier
thermalization (i.e., formation of a thermal distribution described by
Boltzmann statistics).

After the separate electron and hole populations come to equilibrium
among themselves in less than 100 fs, they are still not yet in equilibrium
with the lattice. The next step of equilibration is for the hot electrons and hot
holes to equilibrate with the semiconductor lattice. The lattice temperature is
the ambient temperature and is lower than the initial hot electron and hot hole
temperatures. Equilibration of the hot carriers with the lattice is achieved
through carrier–phonon interactions (phonon emission) whereby the excess
kinetic energy of the carriers is transferred from the carriers to the phonons; the
phonons involved in this process are the longitudinal optical (LO) phonons.
This may occur by each carrier undergoing separate interactions with the
phonons, or in an Auger process where the excess energy of one carrier type
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Fig. 2. Enhanced PV efficiency in QD solar cells by MEG (inverse Auger effect).
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is transferred to the other type, which then undergoes the phonon interaction.
The phonon emission results in cooling of the carriers and heating of the lat-
tice until the carrier and lattice temperatures become equal. This process is
termed carrier cooling, but some researchers also refer to it as thermaliza-
tion; however, this latter terminology can cause confusion with the first stage
of equilibration that just establishes the Boltzmann distribution among the
carriers. Here, we will restrict the term thermalization to the first stage of
carrier relaxation, and we will refer to the second stage as carrier cooling
(or carrier relaxation) through carrier–phonon interactions.

The final stage of equilibration results in complete relaxation of the
system; the electrons and holes can recombine, either radiatively or non-
radiatively, to produce the final electron and hole populations that existed in
equilibrium in the dark before photoexcitation. Another important possible
pathway following photoexcitation of semiconductors is for the photogen-
erated electrons and holes to undergo spatial separation. Separated photogen-
erated carriers can subsequently produce a photovoltage and a photocurrent
(PV effect) [28–30]; alternatively, the separated carriers can drive electro-
chemical oxidation and reduction reactions (generally labeled redox reactions)
at the semiconductor surface (photoelectrochemical energy conversion) [31].
These two processes form the basis for devices/cells that convert radiant
energy (e.g., solar energy) into electrical [28–30] or chemical-free energy
(PV cells and photoelectrochemical cells, respectively) [31].

2.1. Quantum Wells and Superlattices
Semiconductors show dramatic quantization effects when charge carriers

are confined by potential barriers to small regions of space where the dimen-
sions of the confinement are less than their deBroglie wavelength; the length
scale at which these effects begin to occur range from about 10 to 50 nm for
typical semiconductors (Groups IV, III–V, II–VI). In general, charge carriers
in semiconductors can be confined by potential barriers in one spatial dimen-
sion, two spatial dimensions, or in three spatial dimensions. These regimes are
termed quantum films, quantum wires, and QDs, respectively. Quantum films
are also more commonly referred to simply as QWs.

One-dimensional QWs, hereafter called quantum films or just QWs, are
usually formed through epitaxial growth of alternating layers of semiconductor
materials with different bandgaps. A single QW is formed from one semicon-
ductor sandwiched between two layers of a second semiconductor having a
larger bandgap; the center layer with the smaller bandgap semiconductor forms
the QW while the two layers sandwiching the center layer create the potential
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barriers. Two potential wells are actually formed in the QW structure; one well
is for conduction-band electrons, the other for valence-band holes. The well
depth for electrons is the difference (i.e., the offset) between the conduction-
band edges of the well and barrier semiconductors, while the well depth for
holes is the corresponding valence band offset. If the offset for either the con-
duction or valence bands is zero, then only one carrier will be confined in a well.

Multiple QW (MQW) structures consist of a series of QWs (i.e., a series
of alternating layers of wells and barriers). If the barrier thickness between
adjacent wells prevents significant electronic coupling between the wells,
then each well is electronically isolated; this type of structure is termed a
MQW. On the other hand, if the barrier thickness is sufficiently thin to allow
electronic coupling between wells (i.e., there is significant overlap of the
electronic wavefunctions between wells), then the electronic charge distri-
bution can become delocalized along the direction normal to the well layers.
This coupling also leads to a broadening of the quantized electronic states
of the wells; the new broadened and delocalized quantized states are termed
minibands (see Fig. 3). A MQW structure that exhibits strong electronic
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Fig. 3. Difference in electronic states between MQW structures (barriers �40 Å) and
superlattices (barriers �40 Å); miniband formation occurs in the superlattice structure,
which permits carrier delocalization.
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coupling between the wells is termed a superlattice. The critical thickness
at which miniband formation just begins to occur is about 40 Å [32, 33]; the
electronic coupling increases rapidly with decreasing thickness and mini-
band formation is very strong below 20 Å [32]. Superlattice structures yield
efficient charge transport normal to the layers because the charge carriers can
move through the minibands; the narrower the barrier, the wider the mini-
band and the higher the carrier mobility. Normal transport in MQW structures
(thick barriers) require thermionic emission of carriers over the barriers, or
if electric fields are applied, field-assisted tunneling through the barriers [34].

2.1.1. Measurements of Hot Electron Cooling Dynamics in QWs and
Superlattices

Hot-electron cooling times can be determined from several types of
time-resolved PL experiments. One technique involves hot luminescence
non-linear correlation [35–37], which is a symmetrized pump-probe type of
experiment. Fig. 2 of Ref. [35] compares the hot-electron relaxation times
as a function of the electron energy level in the well for bulk GaAs and a
20-period MQW of GaAs/Al0.38Ga0.62As containing 250 Å GaAs wells and
250 Å Al0.38Ga0.62As barriers. For bulk GaAs, the hot-electron relaxation
time varies from about 5 ps near the top of the well to 35 ps near the bottom
of the well. For the MQW, the corresponding hot-electron relaxation times
are 40 ps and 350 ps.

Another method uses time-correlated single-photon counting to meas-
ure PL lifetimes of hot electrons. Fig. 4 shows 3-D plots of PL intensity as a
function of energy and time for bulk GaAs and a 250 Å/250 Å GaAs/
Al0.38Ga0.62As MQW [20]. It is clear from these plots that the MQW sample
exhibits much longer-lived hot luminescence (i.e., luminescence above the
lowest n � 1 electron to heavy-hole transition at 1.565 eV) than bulk GaAs.
Depending upon the emitted photon energy, the hot PL for the MQW is seen
to exist beyond times ranging from hundreds to several thousand ps. On the
other hand, the hot PL intensity above the bandgap (1.514 eV) for bulk
GaAs is negligible over most of the plot; it is only seen at the very earliest
times and at relatively low photon energies.

Calculations were performed [20] on the PL intensity versus time and
energy data to determine the time dependence of the quasi-Fermi-level, elec-
tron temperature, electronic specific heat, and ultimately the dependence of the
characteristic hot-electron cooling time on electron temperature.

The cooling, or energy-loss, rate for hot electrons is determined by 
LO phonon emission through electron–LO–phonon interactions. The time
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constant characterizing this process can be described by the following expres-
sion [38–40]:
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Fig. 4. Three-dimensional plots of PL intensity versus time and photon energy for (A)
bulk GaAs and (B) 250 Å GaAs/250 Å Al0.38Ga0.62As MQW.

CH015.qxd  8/31/2006  2:06 PM  Page 493



where Pe is the power loss of electrons (i.e., the energy-loss rate), hTLO the LO
phonon energy (36 meV in GaAs), Te the electron temperature, and tavg the
time constant characterizing the energy-loss rate.

The electron energy-loss rate is related to the electron temperature decay
rate through the electronic specific heat. Since at high light intensity the elec-
tron distribution becomes degenerate, the classical specific heat is no longer
valid. Hence, the temperature and density-dependent specific heat for both
the QW and bulk samples need to be calculated as a function of time in each
experiment so that tavg can be determined.

The results of such calculations (presented in Fig. 2 of Reference [20])
show a plot of tavg versus electron temperature for bulk and MQW GaAs at
high and low carrier densities. These results show that at a high carrier den-
sity [n � (2–4) � 1018 cm�3], the tavg values for the MQW are much higher
(tavg � 350–550 ps for Te between 440 and 400 K) compared to bulk GaAs
(tavg � 10–15ps over the same Te interval). On the other hand, at a low carrier
density [n � (3–5) � 1017 cm�3] the differences between the tavg values for
bulk and MQW GaAs are much smaller.

A third technique to measure cooling dynamics is PL upconversion [20].
Time resolved luminescence spectra were recorded at room temperature for
a 4000 Å bulk GaAs sample at the incident pump powers of 25, 12.5, and
5 mW. The electron temperatures were determined by fitting the high-energy
tails of the spectra; only the region which is linear on a semilogarithmic plot
was chosen for the fit. The carrier densities for the sample were 1 � 1019,
5 � 1018, and 2 � 1018 cm�3, corresponding to the incident excitation powers
of 25, 12.5, and 5 mV, respectively. Similarly, spectra for the MQW sample
were recorded at the same pump powers as the bulk. Fig. 5 shows tavg for bulk
and MQW GaAs at the 3 light intensities, again showing the much slower
cooling in MQWs (by up to two orders of magnitude).

The difference in hot-electron relaxation rates between bulk and quan-
tized GaAs structures is also reflected in time-integrated PL spectra. Typical
results are shown in Fig. 6 for single photon counting data taken with 13
spec pulses of 600 nm light at 800 kHz focused to about 100 	m with an
average power of 25 mW [41]. The time-averaged electron temperatures
obtained from fitting the tails of these PL spectra to the Boltzmann function
show that the electron temperature varies from 860 K for the 250 Å/250 Å
MQW to 650 K for the 250 Å/17 Å superlattice, while bulk GaAs has an
electron temperature of 94 K, which is close to the lattice temperature
(77 K). The variation in the electron temperatures between the quantized
structures can be attributed to differences in electron delocalization between
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MQWs and SLs, and the associated non-radiative quenching of hot-electron
emission.

As shown above, the hot carrier cooling rates depend upon photogen-
erated carrier density; the higher the electron density the slower the cooling rate.
This effect is also found for bulk GaAs, but it is much weaker compared to
quantized GaAs. The most generally accepted mechanism for the decreased
cooling rates in GaAs QWs is an enhanced “hot phonon bottleneck”
[42–44]. In this mechanism a large population of hot carriers produces 
a non-equilibrium distribution of phonons (in particular, optical phonons
which are the type involved in the electron–phonon interactions at high carrier
energies) because the optical phonons cannot equilibrate fast enough with the
crystal bath; these hot phonons can be re-absorbed by the electron plasma to
keep it hot. In QWs the phonons are confined in the well and they exhibit
slab modes [43], which enhance the “hot phonon bottleneck” effect.

An investigation of PV cells that are based on a p–i–n structure with the
i-region consisting of a superlattice has been reported [45]. The concept is
to use a superlattice region with a low value of the lowest energy transition to
absorb a large fraction of the solar photons, create a hot-electron distribution
within the superlattice layer that cools slowly because of the miniband for-
mation, separate the hot electrons and holes and transport them to the higher
bandgap n- and p-contacts using the electric field produced by the p–i–n
structure. The results show that the concept for higher efficiency hot carrier

Quantum Structured Solar Cells 495

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

Fig. 5. Time constant for hot-electron cooling (tavg) vs electron temperature for bulk
GaAs and GaAs MQWs at three excitation intensities.
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production and transport is undermined by the fact that under operating condi-
tions of forward bias for the cell, cold carriers from the contacts are injected
in the superlattice region and lower the hot carrier temperature. This effect
could perhaps be alleviated by using selective contacts; the use of solar con-
centration may also help to improve conversion efficiency.

2.2. Relaxation Dynamics of Hot Excitons in Quantum Dots
As discussed above, slowed hot-electron cooling in QWs and superlat-

tices that is produced by a hot phonon bottleneck requires very high light
intensities in order to create the required photogenerated carrier density of
greater than about 1 � 1018 cm�3. This required intensity, possible with laser
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Fig. 6. (a) Time-integrated PL spectra for MQWs and SLs showing hot luminescence tails
and high-energy peaks arising from hot-electron radiative recombination form upper
quantum levels. (b) Equivalent spectrum for bulk GaAs showing no hot luminescence.
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excitation, is many orders of magnitude greater than that provided by solar
radiation at the earth’s surface (maximum solar photon flux is about
1018 cm�2 s�1; assuming a carrier lifetime of 1ns and an absorption coefficient
of 1 � 105 cm�1, this translates into a photoinduced electron density of about
1014 cm�3 at steady state). Hence, it is not possible to obtain slowed hot carrier
cooling in semiconductor QWs and superlattices with solar irradiation via a
hot phonon bottleneck effect; solar concentration ratios greater than 104

would be required, resulting in severe practical problems.
However, the situation with three-dimensional confinement in QDs is

potentially more favorable. In the QD case, slowed hot-electron cooling is the-
oretically possible even at arbitrarily low light intensity; this effect is simply
called a “phonon bottleneck,” without the qualification of requiring hot
phonons (i.e., a non-equilibrium distribution of phonons). Furthermore, it is
also anticipated that the slowed cooling could make the rate of exciton multi-
plication (inverse Auger effect) an important process in QDs [1, 13, 46, 47]. PL
blinking in QDs (intermittent PL as a function of time) has been explained 
[48, 49] by an Auger process whereby if two electron–holes pairs are photo-
generated in a QD, one pair recombines and transfers its recombination energy
to one of the remaining charge carriers, ionizing it over the potential barrier at
the surface into the surface region. This creates a charged QD that quenches
radiative emission after subsequent photon absorption; after some time, the
ionized electron can return to the QD core and the PL is turned on again. Since
this Auger process can occur in QDs, the inverse Auger process, whereby one
high-energy electron–hole pair (created from a photon with hn�Eg) can 
generate two electron–hole pairs, can also occur in QDs [47]. The following
discussion will present a discussion of the hot carrier cooling dynamics.

2.2.1. Phonon Bottleneck and Slowed Hot-Electron 
Cooling in Quantum Dots

The first prediction of slowed cooling at low light intensities in quan-
tized structures was made by Boudreaux, Williams and Nozik [3]. They antic-
ipated that cooling of carriers would require multi-phonon processes when the
quantized levels are separated in energy by more than phonon energies. They
analyzed the expected slowed cooling time for hot holes at the surface of
highly-doped n-type TiO2 semiconductors, where quantized energy levels
arise because of the narrow space charge layer (i.e., depletion layer) produced
by the high doping level. The carrier confinement in this case is produced by
the band bending at the surface; for a doping level of 1 � 1019 cm�3 the
potential well can be approximated as a triangular well extending 200 Å from
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the semiconductor bulk to the surface and with a depth of 1 eV at the surface
barrier. The multiphonon relaxation time was estimated from

(4)

where 
c is the hot carrier cooling time, T is the phonon frequency, and E is
the energy separation between quantized levels. For strongly quantized elec-
tron levels, with E � 0.2 eV, 
c could be �100 ps according to Equation (4).

However, carriers in the space charge layer at the surface of a heavily
doped semiconductor are only confined in one dimension, as in a quantum
film. This quantization regime leads to discrete energy states which have dis-
persion in k-space [50]. This means the hot carriers can cool by undergoing
inter-state transitions that require only one emitted phonon followed by a cas-
cade of single phonon intrastate transitions; the bottom of each quantum state
is reached by intrastate relaxation before an interstate transition occurs. Thus,
the simultaneous and slow multiphonon relaxation pathway can be bypassed
by single phonon events, and the cooling rate increases correspondingly.

More complete theoretical models for slowed cooling in QDs have
been proposed by Bockelmann and co-workers [23, 51] and Benisty and co-
workers [22, 24]. The proposed Benisty mechanism [22, 24] for slowed hot
carrier cooling and phonon bottleneck in QDs requires that cooling only occurs
via LO phonon emission. However, there are several other mechanisms by
which hot electrons can cool in QDs. Most prominent among these is the
Auger mechanism [52]. Here, the excess energy of the electron is transferred
via an Auger process to the hole, which then cools rapidly because of its larger
effective mass and smaller energy level spacing. Thus, an Auger mechanism
for hot-electron cooling can break the phonon bottleneck [52]. Other possi-
ble mechanisms for breaking the phonon bottleneck include electron–hole
scattering [53], deep level trapping [54], and acoustical–optical phonon
interactions [55, 56].

2.2.2. Experimental Determination of Relaxation/Cooling 
Dynamics and a Phonon Bottleneck in Quantum Dots

Over the past several years, many investigations have been published
that explore hot-electron cooling/relaxation dynamics in QDs and the issue of
a phonon bottleneck in QDs. The results are controversial, and there are many
reports that both support [25–27, 57–74] and contradict [27, 54, 75–88] 
the prediction of slowed hot-electron cooling in QDs and the existence of 
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a phonon bottleneck. One element of confusion that is specific to the focus of
this manuscript is that while some of these publications report relatively long
hot-electron relaxation times (tens of ps) compared to what is observed in bulk
semiconductors, the results are reported as being not indicative of a phonon
bottleneck because the relaxation times are not excessively long and PL is
observed [89–91] (theory predicts very long relaxation lifetimes (hundreds
of ns to 	s) of excited carriers for the extreme, limiting condition of a full
phonon bottleneck; thus, the carrier lifetime would be determined by non-
radiative processes and PL would be absent). However, since the interest here
is on the rate of relaxation/cooling compared to the rate of electron separa-
tion and transfer, and MEG, we consider that slowed relaxation/cooling of
carriers has occurred in QDs if the relaxation/cooling times are greater than
3–5ps (about an order of magnitude greater than that for bulk semiconductors).
This is because electron separation and transport and MEG can be very fast
(sub-ps). For solar fuel production, previous work that measured the time of
electron transfer from bulk III–V semiconductors to redox molecules (met-
allocenium cations) adsorbed on the surface found that ET times can also be
sub-ps to several ps [92–95]; hence photoinduced hot carrier separation,
transport, and transfer can be competitive with electron cooling and relaxation
if the latter is greater than about 10 ps. MEG rates can also be in the sub-ps
regime [5, 96].

In a series of papers, Sugawara et al. [62, 63, 65] have reported slow
hot-electron cooling in self-assembled InGaAs QDs produced by Stranski-
Krastinow (SK) growth on lattice-mismatched GaAs substrates. Using time-
resolved PL measurements, the excitation-power dependence of PL, and the
current dependence of electroluminescence spectra, these researchers report
cooling times ranging from 10 ps to 1 ns. The relaxation time increased with
electron energy up to the 5th electronic state. Also, Mukai and Sugawara [97]
have recently published an extensive review of phonon bottleneck effects 
in QDs, which concludes that the phonon bottleneck effect is indeed present
in QDs.

Gfroerer et al. report slowed cooling of up to 1 ns in strain-induced GaAs
QDs formed by depositing tungsten stressor islands on a GaAs QW with
AlGaAs barriers [74]. A magnetic field was applied in these experiments to
sharpen and further separate the PL peaks from the excited state transitions,
and thereby determine the dependence of the relaxation time on level separa-
tion. The authors observed hot PL from excited states in the QD, which could
only be attributed to slow relaxation of excited (i.e., hot) electrons. Since the
radiative recombination time is about 2 ns, the hot-electron relaxation time
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was found to be of the same order of magnitude (about 1 ns). With higher
excitation intensity sufficient to produce more than one electron–hole pair per
dot the relaxation rate increased.

A lifetime of 500 ps for excited electronic states in self-assembled InAs/
GaAs QDs under conditions of high injection was reported by Yu et al. [69].
PL from a single GaAs/AlGaAs QD [72] showed intense high-energy PL
transitions, which were attributed to slowed electron relaxation in this QD
system. Kamath et al. [73] also reported slow electron cooling in InAs/
GaAs QDs.

QDs produced by applying a magnetic field along the growth direction
of a doped InAs/AlSb QW showed a reduction in the electron relaxation
rate from 1012 s�1 to 1010 s�1 [64, 98].

In addition to slow electron cooling, slow hole cooling was reported by
Adler et al. [70, 71] in SK InAs/GaAs QDs. The hole relaxation time was
determined to be 400 ps based on PL rise times, while the electron relaxation
time was estimated to be less than 50ps. These QDs only contained one elec-
tron state, but several hole states; this explained the faster electron cooling time
since a quantized transition from a higher quantized electron state to the
ground electron state was not present. Heitz et al. [66] also report relaxation
times for holes of about 40 ps for stacked layers of SK InAs QDs deposited
on GaAs; the InAs QDs are overgrown with GaAs and the QDs in each layer
self-assemble into an ordered column. Carrier cooling in this system is about
two orders of magnitude slower than in higher-dimensional structures.

All of the above studies on slowed carrier cooling were conducted on
self-assembled SK type of QDs. Studies of carrier cooling and relaxation
have also been performed on II–VI CdSe colloidal QDs by Klimov et al. [57,
81], Guyot-Sionnest et al. [60], Ellingson et al. [26], and Blackburn et al.
[25]. The Klimov group first studied electron relaxation dynamics from the
first-excited 1P to the ground 1S state using interband pump-probe spec-
troscopy [81]. The CdSe QDs were pumped with 100 fs pulses at 3.1 eV to
create high-energy electron and holes in their respective band states, and
then probed with fs white light continuum pulses. The dynamics of the
interband bleaching and induced absorption caused by state filling was
monitored to determine the electron relaxation time from the 1P to the 1S
state. The results showed very fast 1P to 1S relaxation, on the order of
300 fs, and were attributed to an Auger process for electron relaxation which
bypassed the phonon bottleneck. However, this experiment cannot separate
the electron and hole dynamics from each other. Guyot-Sionnest et al. [60]
followed up these experiments using fs infrared pump-probe spectroscopy.
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A visible pump beam creates electrons and holes in the respective band states
and a subsequent IR beam is split into an IR pump and an IR probe beam;
the IR beams can be tuned to monitor only the intraband transitions of the
electrons in the electron states, and thus can separate electron dynamics from
hole dynamics. The experiments were conducted with CdSe QDs that were
coated with different capping molecules (TOPO, thiocresol, and pyridine),
which exhibit different hole-trapping kinetics. The rate of hole trapping
increased in the order: TOPO, thiocresol, and pyridine. The results generally
show a fast relaxation component (1–2 ps) and a slow relaxation component
(�200 ps). The relaxation times follow the hole-trapping ability of the differ-
ent capping molecules, and are longest for the QD systems having the fastest
hole-trapping caps; the slow component dominates the data for the pyridine
cap, which is attributed to its faster hole-trapping kinetics.

These results [60] support the Auger mechanism for electron relaxation,
whereby the excess electron energy is rapidly transferred to the hole which
then relaxes rapidly through its dense spectrum of states. When the hole is
rapidly removed and trapped at the QD surface, the Auger mechanism for hot-
electron relaxation is inhibited and the relaxation time increases. Thus, in the
above experiments, the slow 200 ps component is attributed to the phonon
bottleneck, most prominent in pyridine-capped CdSe QDs, while the fast
1–2ps component reflects the Auger relaxation process. The relative weight of
these two processes in a given QD system depends upon the hole-trapping
dynamics of the molecules surrounding the QD.

Klimov et al. further studied carrier relaxation dynamics in CdSe QDs
and published a series of papers on the results [57, 58]; a review of this work
was also recently published [59]. These studies also strongly support the pres-
ence of the Auger mechanism for carrier relaxation in QDs. The experiments
were done using ultrafast pump-probe spectroscopy with either 2 beams or
3 beams. In the former, the QDs were pumped with visible light across its
bandgap (hole states to electron states) to produce excited state (i.e., hot)
electrons; the electron relaxation was monitored by probing the bleaching
dynamics of the resonant HOMO to LUMO transition with visible light, or by
probing the transient IR absorption of the 1S to 1P intraband transition, which
reflects the dynamics of electron occupancy in the LUMO state of the QD.
The 3 beam experiment was similar to that of Guyot-Sionnest et al. [60]
except that the probe in the experiments of Klimov et al. is a white light con-
tinuum. The first pump beam is at 3 eV and creates electrons and holes across
the QD bandgap. The second beam is in the IR and is delayed with respect to
the optical pump; this beam re-pumps electrons that have relaxed to the
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LUMO backup in energy. Finally, the third beam is a broad band white light
continuum probe that monitors photoinduced interband absorption changes
over the range of 1.2 to 3 eV. The experiments were done with two different
caps on the QDs: a ZnS cap and a pyridine cap. The results showed that with
the ZnS-capped CdSe the relaxation time from the 1P to 1S state was about
250 fs, while for the pyridine-capped CdSe, the relaxation time increased to
3 ps. The increase in the latter experiment was attributed to a phonon bottle-
neck produced by rapid hole trapping by the pyridine, as also proposed by
Guyot-Sionnest et al. [60]. However, the time scale of the phonon bottleneck
induced by hole trapping by pyridine caps on CdSe that were reported by
Klimov et al. was not as great as that reported by Guyot-Sionnest et al. [60].

Recent results were reported [25, 26] for the electron cooling dynamics
in InP QDs where the QD surface was modified to affect hole trapping and also
where only electrons were injected into the QD from an external redox mole-
cule (sodium biphenyl) so that holes necessary for the Auger cooling mecha-
nism were not present in the QD [25]. For InP, HF etching was found to
passivate electronic surface states but not hole surface states [99, 100]; thus
holes can become localized at the surface in both etched and unetched TOPO-
capped QDs, and the dynamics associated with these two samples will not
deviate significantly. The relaxation was found to be bi-exponential and sug-
gests the presence of two subsets of QDs within the sample [25, 26]. Since
etching has been shown to inefficiently passivate hole traps, it is proposed
that two subsets of QDs are probed in the experiment: one subset in which the
hole and electron are efficiently confined to the interior of the nanocrystal
(hole trap absent; exciton confined to the QD core), and one subset in which
the hole is localized at the surface of the QD on a phosphorous dangling bond
(hole trap present; charge-separated QD) [25, 26].

With the electron and hole confined to the QD core, strong electron–hole
interaction leads to efficient, fast relaxation via the Auger mechanism, and in
QDs where the hole is localized at the surface the increased spatial separation
inhibits the Auger process and results in slower relaxation. The data imply
that hole trapping at the intrinsic surface state occurs in less than 75 fs [25].

To further investigate the mechanisms involved in the intraband relax-
ation, experiments were conducted in which only electrons are present in the
QDs and holes are absent. Sodium biphenyl is a very strong reducing agent
which has been shown to successfully inject electrons into the conduction band
of CdSe QDs [101, 102], effectively bleaching the 1S transition and allowing
an IR-induced transition to the 1Pe level. Sodium biphenyl was therefore
used to inject electrons into the 1S electron level in InP QDs [25]. This 1Se
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electron may be excited to the 1Pe level with an IR pump and its relaxation
dynamics back to the ground 1S state monitored. Time-resolved, IR-induced
transitions in n-type (electron injected) InP QDs show that the relaxation of the
excited electrons from the 1P to the 1S level can be fit to a single exponential,
with an average time constant of 3.0 ps, corresponding to a relaxation rate of
0.092 eV ps�1; in neutral 50 Å TOP/TOPO-capped InP QDs, the relaxation
shows a large 400 fs component indicative of fast electron cooling. Similar
conclusions were reported for electrons injected into ZnO and CdSe colloidal
QDs [27]. These experiments confirm that in the absence of a core-confined
hole, electronic relaxation is slowed by about an order of magnitude. However,
it should be noted that the relaxation rate in the absence of a hole is close to
the relaxation rate with the hole localized at the surface. This is surprising
and raises the question of why electron cooling in the absence of a hole is not
longer. Possible explanations have been proposed [103] including that (1)
positive counter ions of the oxidized sodium biphenyl are adsorbed on the QD
surface and behave like a trapped hole in producing a significant Coulomb
interaction with the electron to permit Auger cooling and (2) an enhanced
Huang-Rhees parameter occurs in charged QDs and enhances multi-phonon
relaxation. A summary of these experiments investigating the effects of elec-
tron cooling on electron–hole separation is shown in Fig. 7.

Recent results by Guyot-Sionnest et al. show that the nature of the sur-
face ligands has a major effect on the relaxation dynamics [27]. Depend-
ing upon the surface ligand stabilizing the QDs, the relaxation or cooling
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Fig. 7. Different electron–hole configurations in a QD and the resulting relaxation/cooling
dynamics.
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dynamics of hot excitons could be varied from 3.8ps for tetradecylphosphonic
acid, 8ps for oleic acid, 10ps for octadecylamine, to 27ps for dodecanethiol
ligands. The later cooling rate is nearly 2 orders of magnitude slower than that
for naked QDs or QDs capped with TOP-TOPO.

In contradiction to the results showing slowed cooling in QDs, many
other investigations exist in the literature in which a phonon bottleneck was
apparently not observed. These results were reported for both self-organized
SK QDs [54, 75–88] and II–VI colloidal QDs [81, 83, 85]. However, in sev-
eral cases [66, 89, 91], hot-electron relaxation was found to be slowed, but
not sufficiently for the authors to conclude that this was evidence of a
phonon bottleneck.

3. MULTIPLE EXCITON GENERATION IN QUANTUM DOTS

The formation of multiple electron–hole pairs per absorbed photon in photo-
excited bulk semiconductors is a process typically explained by impact ioniza-
tion (I.I.). In this process, an electron or hole with kinetic energy greater than
the semiconductor bandgap produces one or more additional electron–hole
pairs. The kinetic energy can be created either by applying an electric field or
by absorbing a photon with energy above the semiconductor bandgap energy.
The former is well studied and understood [104–106]. The latter process is
less well studied, but has been observed in photoexcited p–n junctions of Si,
Ge, and InSb [107–110].

However, impact ionization has not contributed meaningfully to
improved quantum yield in working solar cells, primarily because the I.I. effi-
ciency does not reach significant values until photon energies reach the ultra-
violet region of the spectrum. In bulk semiconductors, the threshold photon
energy for I.I. exceeds that required for energy conservation alone because, in
addition to conserving energy, crystal momentum must be conserved. Addi-
tionally, the rate of I.I. must compete with the rate of energy relaxation by
electron–phonon scattering. It has been shown that the rate of I.I. becomes
competitive with phonon scattering rates only when the kinetic energy of the
electron is many times the bandgap energy (Eg) [104–106]. The observed
transition between inefficient and efficient I.I. occurs slowly; for example,
in Si the I.I. efficiency was found to be only 5% (i.e., total quantum
yield � 105%) at hn � 4 eV(3.6Eg), and 25% at hn � 4.8 eV (4.4Eg) [110,
111]. This large blue-shift of the threshold photon energy for I.I. in semicon-
ductors prevents materials such as bulk Si and GaAs from yielding
improved solar conversion efficiencies [11, 111].
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However, in QDs the rate of electron relaxation through electron–phonon
interactions can be significantly reduced because of the discrete character of
the electron–hole spectra, and the rate of Auger processes, including the
inverse Auger process of exciton multiplication, is greatly enhanced due to
carrier confinement and the concomitantly increased electron–hole Coulomb
interaction. Furthermore, crystal momentum need not be conserved because
momentum is not a good quantum number for three-dimensionally-confined
carriers. Indeed, very efficient multiple electron–hole pair (multi-exciton)
creation by one photon was reported recently in PbSe nanocrystals by
Schaller and Klimov [14]. They reported an excitation energy threshold for
the formation of two excitons per photon at 3Eg, where Eg is the absorption
energy gap of the nanocrystal (HOMO-LUMO transition energy. Schaller
and Klimov reported a QY value of 218% (118% I.I. efficiency) at 3.8Eg;
QYs above 200% indicate the formation of more than two excitons per
absorbed photon. Other researchers have recently reported [5] a QY value
of 300% for 3.9 nm diameter PbSe QDs at a photon energy of 4Eg, indicat-
ing the formation of three excitons per photon for every photoexcited QD in
the sample. Evidence was also provided that showed the threshold for MEG
by optical excitation is 2Eg, not 3Eg as reported previously for PbSe QDs
[14], and it was also shown that comparably efficient MEG occurs also in
PbS nanocrystals. A new possible mechanism for MEG was introduced [14]
that invokes a coherent superposition of multiple-excitonic states, meaning
that multiple excitons are essentially created instantly upon absorption of
high-energy photons. Most recently, MEG has been reported in CdSe QDs
[112], and in PbTe QDs [113] and seven excitons per photon were reported
in PbSe QDs at 7 times the bandgap [112].

Multiexcitons are detected by monitoring the signature of multiexciton
decay dynamics using transient absorption (TA) spectroscopy [5, 14, 112].
The magnitude of the photoinduced absorption change at the band edge is
proportional to the number of electron–hole pairs created in the sample. The
transients are detected by probing either with a band edge (energy gap or
HOMO-LUMO transition energy � Eg) probe pulse, or with a mid-IR probe
pulse that monitors intraband transitions in the newly created excitons.
Although both the band-edge and mid-IR probe signals would incorporate
components from excitons with energy above the 1Sh–1Se exciton, multiple-
exciton Auger recombination analysis relies only on data for delays �5 ps,
by which time carrier multiplication and cooling are complete.

The dependence of the MEG QY on the ratio of the pump photon energy
to the bandgap (Eh�/Eg) is shown in Fig. 8 for PbSe, PbS, and PbTe QDs.
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For the 3 PbSe QD samples, Eg � 0.72 eV (dia. � 5.7 nm), Eg � 0.82 eV
(dia. � 4.7 nm), and Eg � 0.91 eV (dia. � 3.9 nm). For all three samples, the
sharp rise in QY begins at about three times the energy gap, a result in agree-
ment with that reported. The data show that for the 3.9nm QD (Eg � 0.91eV),
the QY reaches a value of 300% at Eh�/Eg � 4.0, indicating that the QDs
produce three excitons per absorbed photon. For the other two PbSe samples
(Eg � 0.82 eV (4.7 nm dia.) and 0.72 eV (5.7 nm dia.)), it is estimated that a
QY of 300% is reached at an Eh�/Eg value of 5.5. It was noted that the 2Ph–2Pe
transition in the QDs is resonant with the 3Eg excitation, corresponding to
the sharp onset of increased MEG efficiency. If this symmetric transition
(2Ph–2Pe) dominates the absorption at � 3Eg, the resulting excited state pro-
vides both the electron and the hole with excess energy of 1Eg, in resonance
with the lowest exciton absorption (at 1Eg). Our data also showed that the QY
begins to surpass 100% at Eh/Eg values greater than 2.0 (see Fig. 3). In ref.
[5], 16 QY values were carefully measured between 2.1Eg and 2.9Eg (mean
value � 109.8%) and 11 QY values between 1.2Eg and 2.0Eg (mean
value � 101.3%). Application of statistical t-tests show that the QY values
for photon energies between 1Eg and 2Eg were not statistically different from
100% (P value � 0.105), while the difference in QYs between 1.2Eg–2.0Eg
and 2.1Eg–2.9Eg were very statistically significant with a P value of 0.001.
Also, simple visual inspection of Fig. 3 indicated a significant difference
between the QY values between 1Eg–2Eg and 2Eg–3Eg. For PbS and PbTe
QDs, the bandgaps were 0.85 and 0.90 eV, respectively, corresponding to
diameters of 5.5 nm and 4.2 nm.
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Fig. 8. MEG QYs for PbS, PbSe, PbTe, the solid lines are guides to the eye.
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4. QUANTUM DOT SOLAR CELL CONFIGURATIONS

The two fundamental pathways for enhancing the conversion efficiency
(increased photovoltage [2, 3] or increased photocurrent [10, 11] can be acces-
sed, in principle, in at least three different QD solar cell configurations; these
configurations are shown in Fig. 9 and they are described below. However, it
is emphasized that these potential high efficiency configurations are concep-
tual and there is no experimental evidence yet that demonstrates actual
enhanced conversion efficiencies in any of these systems.

4.1. Photoelectrodes Composed of Quantum Dot Arrays
In this configuration, the QDs are formed into an ordered 3-D array with

inter-QD spacing sufficiently small such that strong electronic coupling
occurs and minibands are formed to allow long-range electron transport 
(see Fig. 9A). The system is a 3-D analog to a 1-D superlattice and the mini-
band structures formed therein [1] (see Fig. 3). The delocalized quantized
3-D miniband states could be expected to slow the carrier cooling and per-
mit the transport and collection of hot carriers to produce a higher 
photopotential in a PV cell or in a photoelectrochemical cell where the 3-D
QD array is the photoelectrode [114]. Also, MEG might be expected to occur
in the QD arrays, enhancing the photocurrent (see Fig. 2). However, hot-
electron transport/collection and MEG cannot occur simultaneously; they
are mutually exclusive and only one of these processes can be present in a
given system.

Significant progress has been made in forming 3-D arrays of both col-
loidal [115–117] and epitaxial [118] II–VI and III–V QDs. The former have
been formed via evaporation and crystallization of colloidal QD solutions
containing a uniform QD size distribution; crystallization of QD solids from
broader size distributions lead to close-packed QD solids, but with a high
degree of disorder. Concerning the latter, arrays of epitaxial QDs have been
formed by successive epitaxial deposition of epitaxial QD layers; after the
first layer of epitaxial QDs is formed, successive layers tend to form with
the QDs in each layer aligned on top of each other [118, 119]. Theoretical
and experimental studies of the properties of QD arrays are currently under
way. Major issues are the nature of the electronic states as a function 
of inter-dot distance, array order vs disorder, QD orientation and shape, sur-
face states, surface structure/passivation, and surface chemistry. Transport
properties of QD arrays are also of critical importance, and they are under
investigation.
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Fig. 9. Configurations for QD solar cells. (A) a QD array used as a photoelectrode for 
a photoelectrochemical or as the i-region of a p–i–n PV cell; (B) QDs used to sensitize a
nanocrystalline film of a wide bandgap oxide semiconductor (viz. TiO2) to visible light.
This configuration is analogous to the dye-sensitized solar cell where the dye is replaced
by QDs; (C) QDs dispersed in a blend of electron- and hole-conducting polymers. In con-
figurations A, B, C, the occurrence of impact ionization could produce higher photocur-
rents and higher conversion efficiency. In A, enhanced efficiency could be achieved either
through impact ionization or hot carrier transport through the minibands of the QD array
resulting in a higher photopotential.
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4.2. Quantum Dot-Sensitized Nanocrystalline TiO2 Solar Cells
This configuration is a variation of a recent promising new type of PV cell

that is based on dye-sensitization of nanocrystalline TiO2 layers [120–122].
In this latter PV cell, dye molecules are chemisorbed onto the surface of
10–30 nm-size TiO2 particles that have been sintered into a highly porous
nanocrystalline 10–20 	m TiO2 film. Upon photoexcitation of the dye mole-
cules, electrons are very efficiently injected from the excited state of the dye
into the conduction band of the TiO2, affecting charge separation and produc-
ing a PV effect. The cell circuit is completed using a non-aqueous redox elec-
trolyte that contains I�/I3

� and a Pt counter electrode to allow reduction of
the adsorbed photooxidized dye back to its initial non-oxidized state (via I3

�

produced at the Pt cathode by reduction of I�).
For the QD-sensitized cell, QDs are substituted for the dye molecules;

they can be adsorbed from a colloidal QD solution [123] or produced in situ
[124–127] (see Fig. 9B). Successful PV effects in such cells have been
reported for several semiconductor QDs including InP, CdSe, CdS, and PbS
[123–127]. Possible advantages of QDs over dye molecules are the tunabil-
ity of optical properties with size and better heterojunction formation with
solid hole conductors. Also, as discussed here, a unique potential capability
of the QD-sensitized solar cell is the production of quantum yields greater
than one by MEG (inverse Auger effect) [47]. Dye molecules cannot
undergo this process. Efficient inverse Auger effects in QD-sensitized solar
cells could produce much higher conversion efficiencies than are possible
with dye-sensitized solar cells.

4.3. Quantum Dots Dispersed in Organic Semiconductor 
Polymer Matrices

Recently, PV effects have been reported in structures consisting of QDs
forming junctions with organic semiconductor polymers. In one configuration,
a disordered array of CdSe QDs is formed in a hole-conducting polymer—
MEH-PPV (poly(2-methoxy, 5-(2�-ethyl)-hexyloxy-p-phenylenevinylene)
[128]. Upon photoexcitation of the QDs, the photogenerated holes are injected
into the MEH-PPV polymer phase, and are collected via an electrical contact
to the polymer phase. The electrons remain in the CdSe QDs and are col-
lected through diffusion and percolation in the nanocrystalline phase to 
an electrical contact to the QD network. Initial results show relatively low
conversion efficiencies [128, 129] but improvements have been reported
with rod-like CdSe QD shapes [130] embedded in poly(3-hexylthiophene)
(the rod-like shape enhances electron transport through the nanocrystalline
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QD phase). In another configuration [131], a polycrystalline TiO2 layer is
used as the electron conducting phase, and MEH-PPV is used to conduct the
holes; the electron and holes are injected into their respective transport
mediums upon photoexcitation of the QDs.

A variation of these configurations is to disperse the QDs into a blend
of electron and hole-conducting polymers (see Fig. 9C). This scheme is the
inverse of light emitting diode structures based on QDs [132–136]. In the PV
cell, each type of carrier–transporting polymer would have a selective elec-
trical contact to remove the respective charge carriers. A critical factor for
success is to prevent electron–hole recombination at the interfaces of the two
polymer blends; prevention of electron–hole recombination is also critical
for the other QD configurations mentioned above.

All of the possible QD-organic polymer PV cell configurations would
benefit greatly if the QDs can be coaxed into producing multiple electron–
hole pairs by the inverse Auger/MEG process [47]. This is also true for all
the QD solar cell systems described above. The various cell configurations
simply represent different modes of collecting and transporting the photo-
generated carriers produced in the QDs.

CONCLUSION

The relaxation dynamics of photoexcited electrons in semiconductor QDs
can be greatly modified compared to the bulk form of the semiconductor.
Specifically, the cooling dynamics of highly energetic (hot) electrons cre-
ated by absorption of supra-bandgap photons can be slowed by at least one
order of magnitude (4–7 ps vs 400–700 fs). This slowed cooling is caused
by a so-called “phonon bottleneck” when the energy spacing between quan-
tized levels in the QD is greater than the LO-phonon energy, thus inhibiting
hot-electron relaxation (cooling) by electron–phonon interactions. In order
to produce the slowed hot-electron cooling via the phonon bottleneck, it is
necessary to block an Auger process that could bypass the phonon bottle-
neck and allow fast electron cooling. The Auger cooling process involves
the transfer of the excess electron energy to a hole, which then cools rapidly
because of its higher effective mass and closely-spaced energy levels.
Blocking the Auger cooling is achieved by rapidly removing the photogen-
erated hole before it undergoes Auger scattering with the photogenerated
electron, or by injecting electrons into the LUMO level (conduction band)
of the QD from an external electron donating chemical species and then
exciting these electrons with an IR pulse. Slowed electron cooling in QDs
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offers the potential to use QDs in solar cells to enhance their conversion
efficiency. In bulk semiconductors, the hot electrons (and holes) created by
absorption of supra-bandgap photons cool so rapidly to the band edges that
the excess kinetic energy of the photogenerated carriers is converted to heat
and limits the theoretical Shockley-Queisser thermodynamic conversion
efficiency to about 32% (at one sun). Slowed cooling in QDs could lead to
their use in solar cell configurations wherein impact ionization (the forma-
tion of two or more electron–hole pairs per absorbed photon) or hot-electron
separation, transport, and transfer can become significant, thus producing
enhanced photocurrents or photovoltages and corresponding enhanced con-
version efficiencies with thermodynamics limits of 66% (one sun). Three
configurations for QD solar cells have been described here that would produce
either enhanced photocurrent or photovoltage.
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