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Abstract 
 

This paper describes a six-year partnership between an academic department and a leading maker of software-
dependent medical devices. Central to the collaboration is a campus research laboratory, sponsored by the industrial 
partner.  The laboratory is a venue for software engineering graduate students, under faculty mentorship, to engage 
in applied and technology transfer-oriented research on safety-critical software technologies and practices. It 
provides a real-world learning environment that complements and enriches classroom experiences. The industry 
sponsor has direct access to the detailed results of the research and to well-prepared graduates who know their 
organization’s technology, engineering practices, challenges, and culture. A hallmark of the laboratory is student 
teams working under conditions that reflect a real-world industry environment (structured processes, schedules, 
presentations, and professional work products). The investigations focus on the implications of model -based 
techniques in the software development process for safety-critical real-time systems. The applications of an 
information-theoretical methodology for discriminating between different architectural models and a study of design 
tools with automatic code generation functionality are presented. A principal objective of this work is an assessment 
of the role and applicability of these techniques, including the implications of their integration into an existing 
software development methodology and culture.   
 
 

Introduction 
 
Industry and academia can cooperate in a variety ways. An Industrial Advisory Board, composed of managers and 
engineers representing industries associated with a specific academic department often provides feedback about an 
academic program’s direction as well as opportunities to explore joint projects, co-ops, internships, and employment 
opportunities for students and faculty. Occasional short-term projects tailored to the immediate needs of industry, 
allow faculty and students to become more familiar with the domain and contribute to an industrial partner’s goals. 
Student co-ops and faculty internships facilitate understanding of industry needs.  This enhanced understanding can 
be used to make curriculum and program adjustments and help ensure an academic program’s currency and 
relevancy to the discipline [1].   
 
Over the long-term, a project-based model of collaboration has its drawbacks due to the sporadic and deadline-
driven nature of the relationships, which are difficult to manage in an academic setting. Timing of projects and their 
deliverables became major complications in managing resources within an academic environment. In most cases 
when a collaborating department has available resources, industry partners do not have an appropriate project or 
available funds. Similarly, when an industry partner has a prospective project, the faculty has been assigned to other 
academic responsibilities and do not have the time to devote to a new project.  
 
There are multiple objectives and organizational structures for academic research. They can be partitioned into three 
(not necessarily disjoint) categories based upon their principal objectives as follows:  

o Synergy Projects – These projects align with the goals of and contribute directly to the department and the 
Master of Software Engineering (MSE) program. The project outcomes provide value not only to a specific 
organization but also to the broad community (e.g. publications, conference presentations, workshops, etc.). 
There is no commercial product developed that requires long-term support. 

o Customer Specific Research – These involve work that is aligned with specific customer interests and 
needs. They have a research component. Deliverables do not become part of a customer’s product or 
development suites. For example, they are research investigation reports, feasibility prototypes, etc.  The 
principal value in the effort is the knowledge and insights that are gained. 



  

o Development Projects – These involve the development of a product (e.g. software, a process) according to 
schedules and contractual commitments. Deliverables in these efforts are ultimately used within the 
operations of the client or are part of a product that is sold or distributed by the client.  

 
 

Long-Term Partnership Model 

In mid-90’s the Department of Computer and Software Engineering (CpSE) established a Software Center – a 
virtual organization reporting to the Department Chair dedicated to working with industry, government and other 
academic organizations in the area of software engineering research. The Software Center established a solid track 
record of industry sponsored small projects (Motorola, Lockheed Martin, Boeing, Volusia County). The primary 
purpose of the Software Center was to establish a place where students could apply good software engineering 
practices, under faculty supervision, on industry funded, real-world projects. The ultimate goal was to set-up a long-
term collaboration with industry to allow for continued funding and enable effective long term planning and support 
for graduate students.  
 
In 1997 the Cardiac Rhythm Management (CRM) of the Guidant Corporation with its main office located in St. 
Paul, MN, approached the ERAU CpSE Department to establish a long-term partnership, under the guidelines of the 
Software Center. Guidant is a leader in the design and development of cardiovascular medical products. These 
devices include critically important embedded software.  
 
The partnership agreement that was established between the organizations provided the Department of Computing 
with dedicated testing equipment and heart simulator, pacemaker, and testing software in addition to continuing 
financial support [2]. The funding has been used to support students and faculty working on research projects 
expanding knowledge in the area of safety critical software architecture, model based verification, and automated 
code generation. The laboratory operations are: 

o Problem Oriented - result driven investigations of contemporary software technology issues with a focus on 
advancing the state of the art and practice, especially for safety-critical software systems 

o Student Oriented - learning experiences for graduate students in investigating contemporary software 
technology issues with a focus on knowledge exchange and technology transition 

 
 

Broad Research Areas  
 

Dependability covers diverse aspects of a system’s software and computer hardware including reliability, 
availability, safety, and security. The faculty and students of the Department o f Computer and Software Engineering 
have been investigating problems involved in the development and operation of high dependability software-
intensive systems [3]. They have been researching engineering techniques, tools, and practices for ensuring 
confidence that these systems will deliver the services demanded of them. The four focus areas of research are: 
safety, model-based engineering, quality, and component -based engineering.    
 
These dependability areas include specialized software engineering research and skill development with an emphasis 
on medical and aerospace domains.  The medical areas have included work with the work with the Guidant 
Corporation mentioned earlier.  In addition, ERAU has a history of involvement with industry and government 
agencies in the analysis and synthesis of safety related issues in aviation (including operation, flight safety, aircraft 
safety design), including research for the FAA, and a proven ability to work with and deliver value to industrial 
partners. 
 
The core team is comprised of faculty members with strong software and computer engineering credentials and 
industrial research and development experience. While the current focus is on aviation/aerospace and medical 
industries, it is recognized that similar challenges in high dependability and safety-critical systems exist in a diverse 
variety of other industries, such as transportation and nuclear power plants. In addition, ensuring high dependability 
involves every element of an operational system (software, hardware, materials, physical behavior and properties, 
etc.).  Consequently, part of the research is to generalize results and address multi-disciplinary aspects. These 
broadened research topics include the following: 



  

o Proper techniques and tools in high dependability systems development  
o Appropriate quality models in development of system components 
o Systems/Software engineering quality models  
o Disciplined practices (e.g. Personal and Team Software Processes (PSP/TSP) and other best practices) 
o Techniques and tools for problem or defect prevention  
o Techniques and tools for early problem and defect identification 
o Techniques and tools for reduction in the cost of quality while maintaining or improving product quality 
o Improvement in product development cycle efficiency and effectiveness 
o Quality improvement in system/software processes 
 
 

Lab Operations 
 
The structure of the Guidant lab work involves elements of Personal and Team Software Process (PSP/TSP) that are 
used for planning, tracking, and estimation [4]. The organization of the laboratory includes a number of defined 
roles for students and faculty: Program Lead, Faculty Mentor, Student Researcher, and Lab Administrator. The 
responsibilities for these roles are described below.  
 
Program Lead:  
The principal role of the Program Lead is to assure the continuity of research and alignment with the Program 
Vision and Mission and to maintain the operational framework of the lab. The specific tasks include: 

o Selection of the Lab personnel (in a coordination with the Department of Computer and Software 
Engineering graduate faculty and CRM/Guidant representatives) 

o Supervision of everyday activities of Lab personnel and track the progress of the work 
o Development of the Operational Plan in collaboration with the sponsor on yearly basis 
o Participation in administrative team meetings and selected technical meetings and presentations. 
o Serving as Faculty Mentor to assist students in their research 
o Managing Lab resources in coordination with the Department Computer and Software Engineering Chair 
o Reporting and maintaining contact with the Sponsor’s Technical Liaison 
o Helping to select candidates for CRM/Guidant summer internship and employment interviews  
o Coordinating visits between the CRM/Guidant and ERAU 
o Identifying additional projects and sabbatical opportunities at the Sponsor’s site for the faculty 
o Evaluating the quality of research results and performance of the personnel 
o Presenting and promoting the Program initiatives inside and outside the university 

 
Faculty Mentor: 
Supervision and guidance of the students in research is the principal responsibility of the Faculty Mentor, in addition 
to: 

o Developing the specific research tasks proposals contributing to the Operational Plan in a coordination with 
the Program Lead  

o Participating in technical project meetings  
o Participating in Sponsor’s visits 
o Contributing to and supervising creation of the deliverables as specified in the Operational Plan 
 

Student Researcher: 
Students work on assigned topics and record their effort, product defects, and engineering observations. The work 
mimics a software engineering organization’s operational environment with planning, reviews, tracking, etc. The 
specific tasks include: 

o Preparing a detailed plan for research activities  
o Actively participating in technical and administrative project meetings 
o Producing deliverables as specified in the research task plan and present the research results  
o Coordinate Lab operations with Lab Administrators  
 

Lab Administrator 
In addition to conducting research the students are  owners of the Lab and as such they share the following support 
functions: 



  

o Computing Equipment Administration (accounts, passwords, software installations, licensing, coordination 
with Information technology department, backups, connections, printers, scanners, etc) 

o Lab Operations (maintaining meeting schedules, keeping track of printed documents and books, phones, 
coordinating with cleaning personnel, non-disclosure agreements, assigning space, resolving conflicts, 
helping with preparation of our sponsor visits) 

o Web Administration (website maintenance, maintaining electronic copies of project documents and 
procedures, collecting all students effort data, maintaining public relations) 

 
Each Faculty Mentor and their student researchers constitute a team to wo rk on a specific project. Each team keeps 
regular scheduled hours for work, discussion, technical meetings, consultation, and feedback. Each team is 
responsible for research outcomes resulting in a presentation and end of term report. On a weekly basis all lab 
personnel convenes a formal administrative meeting where status reports, progress made, risks, action items, and 
critical issues are discussed. Occasionally, technical issues are presented and feedback is solicited from other teams. 
The administrative  meeting minutes, reflecting the status of the work are shared with the industry liaison.  The 
partial results and pre-presentation materials are available to team members over an internal secure network. At the 
end of the term all projects reports are compiled into a semester report shared with the sponsor. 
 
 
 

Current Work 
 
It is noteworthy that the European Commission project SafeAir (www.safeair.org), focusing on avionic system 
development environment, proposes an approach to provide a seamless process path linking the system level 
modeling tools with automatic code generation tools and rigorous system verification based on formal model 
checking. These tools are used by the aviation industry and are of interest to safety critical developers in other 
domain experts seeking to explore the results of avionics research. A lot of work has been accomplished in the area 
of verification of systems based on synchronous language concepts.  European organizations have used this concept 
to certify aircraft avionics. Recent research includes reports on tools that allow developers to verify the correctness 
of translations from models to C to assembly. The research attempts to explore these approaches and give student 
researchers the opportunity to become familiar with concepts that could be very useful in their future work. 
 
As noted earlier, work in the Guidant Lab involves research in the general domain of software development for 
safety critical systems. Specifically, student researchers have been exploring architectural solutions, techniques, and 
tools supporting a model-based development methodology that embodies an integrated design and analysis 
paradigm. Integrated analysis and design can facilitate development of “correct by design” solutions.  These 
approaches often use formal (analyzable) representations for the design and incorporate automated code generation. 
The efforts in pursuing this research direction have been organized into two tasks with dedicated teams responsible 
for each task, while sharing the information and promoting inter-team communication. We present these two tasks 
briefly describing their research objective, approach, and results. 

 
 

Software Architectures for Safety Critical Systems Assessment using Graph Theoretical Analysis. 
 
Research Objective  
The objective of research has been to study a formalism extending the Knowledge Centered Architectural Design 
Process (KCAD), investigated earlier, for assessing safety concerns in software architecture for safety critical 
systems. The goal of the proposed formalism has been to make an attempt to forecast the performance of the target 
system, based on its architecture and the heuristic knowledge about the system (due to unavailability of the actual 
system). The hypothesis is that applying Graph-Theoretical Formalism allows us to determine some of the quality 
attributes of selected architectural solution. The approach will enable comparison of different architectural solutions 
for a software system [5, 6].  
 
Research Approach 
The proposed analysis technique starts with representing the proposed architectural solutions in terms of strongly 
connected Control Flow Graphs (CFGs). The arcs in the CFGs are labeled as functions of execution times for the 
components (or combination of components) hidden along the arcs as well the ancestor node. Figure 1 presents an 



  

example of modeling a specific architectural solution as a CFG. The Shannon metric values are then calculated for 
both of the candidate architectural solutions. When the arcs in the CFGs are labeled to represent connectivity rather 
than the execution time, the coupling in the architectural solutions can be assessed. The prediction of quality 
attributes at an architectural level has serious limitations, which do not allow their assessment. The output of this 
framework is envisioned to help the architect make decisions about the possible performance and coupling 
characteristic, which may be imposed by different architectural solutions. The appropriate interpretation of the 
Shannon metrics is possible only by comparing with a set of historical data, which currently do not exist. However, 
the proposed framework can be utilized to make relative comparisons between different architectural solutions. 
When the historical data exist, it can provide the upper and lower prediction limits of the metric for a particular 
quality attribute.  
 
 

 
 

Figure 1 – Graph Theory Representation 
 
The current work included conducting a case study to implement the specific architectural solution collecting the 
quality attributes data, building the graph model, collecting the metrics, and analyzing the data. Future work on this 
framework may include applying it to different systems and different architectural styles in order to collect enough 
data points to establish the “prediction level” for assessment of quality attributes of the system. Another research 
direction for the future will be to compare this technique with Petri nets and other analysis techniques such as 
Bayesian networks.  
 
Results 
Two architectural solutions, main program/subroutine and microkernel, were proposed to be used by KCAD. Both 
of the solutions were represented as CFGs with their arcs labeled as functions of module execution times. The 
proposed framework concluded in favor of using main program subroutine style. The team prototyped both of the 
solutions in MS Visual C++ and measured the average execution times through multiple runs of both systems. The 
implementation of these two solutions confirmed what the theoretical framework originally suggested. The results 
propose possible usability of the graph theoretical framework for aiding the system architect in discriminating 
between different architectural solutions. Taking this viewpoint, we envision the proposed framework being helpful 
in making decisions related to modifications to be made at the design phase. 
 
 
 



  

Automated Code Generation in a Model-Based Software Development Paradigm 
 

Research Objective  
The main objective of this research is to investigate the feasibility of automated code generation (ACG) techniques 
and tools for safety-critical software development using case studies. The data compiled throughout the case studies 
highlight important characteristics of model-based software development methodologies and the automated code 
generation tools that support them. Specifically, these data relate to the engineering challenges, skills, and effort 
associated with ACG practices and technologies. The data can be used to determine whether ACG is a viable 
approach for the creation of safety-critical systems and whether it can provide improved efficiency and effectiveness 
in design, verification, and validation. The project’s case studies involved Model-Based Software Engineering 
(MBSE) practices that incorporate integrated analysis and design iterations throughout the development process 
[7,8]. Figure 2 presents the conceptual path of software development based on a a model-based approach.  Central to 
this approach is the nexus of models that is the focus of the design and analysis activities. 
 
 

 
Figure 2 – Model-Based Software Development 

 
Research Approach  
Various methodologies and automatic code generation tools, supporting different design approaches, were used in 
the case studies.  Characteristics that identify tools showing promise for safety-critical systems development as well 
as other factors (e.g. technology foundations, market acceptance) were used in the selection process [9]. The tools 
selected were Statemate, which uses a structured design approach, Rhapsody, which uses UML 1.4, and Tau, which 
uses UML 2.0. The research effort was divided into two phases.  
 
The first phase was a learning phase intended to reduce the bias associated with the learning curve of the methods 
and tools. This phase included a controlled learning experience that involved the development of simple designs 
using ACG techniques and tools. During this phase, time data and engineering observations were collected. The 
principal objectives of this phase were to ensure a solid level of competence in the tools and techniques, to gain 
insight into the learning process by capturing a variety of metrics and observations (e.g. time, unusual or noteworthy 
difficulties, idiosyncrasies, etc.) that can be used to guide the learning process and support subsequent development 
efforts, and to define an instrumented study for subsequent phases of the project. The focus was on the efficiencies 
that may be realized (e.g. lines of code and memory required), the difficulties and limitations (e.g. what percentage 
of the total code must be manually generated?) in the code generation process, and the issues associated with early 
analyses of operational and quality attributes of the design. In addition, the impact of systematic design approaches 
(e.g. architectural styles, views, etc.) on the process was investigated. For example, issues such as whether a specific 
architectural or design approach is required for a tool and how much can the design vary from these approaches. The 
issue of integrating new designs with a legacy system was also explored. 
 
In the second phase, each of the researchers continued with the same tool to complete a more complex task: an anti-
lock brake controller (a real-time safety-critical system). The research also addressed aspects of a tool that are 
important in creating an implementation for a safety-critical environment. These aspects included: affects of the tool 
on the implementation of a common architecture, the trade-offs associated with using one methodology as opposed 
to another or one tool as opposed to another, the impact of a tool on engineering practices important in safety-critical 
design, and the tool’s support of fault tolerant constructs. Through exploration of such aspects, a repository of data 
was created.  
 



  

Results 
The results of these efforts included observations of the engineering development process and specific tool outputs. 
With the tools, the process changed significantly. Originally, a development process similar to those used in hand 
coding a system was considered. However, an integrated analysis and design approach that is supported by a tool’s 
analysis capabilities can significantly reduce, if not eliminate, phases such as design review and code review. While 
potentially providing these reductions, a tool significantly constrains a user to a specific process and design 
approach. 
 
Observations about tool outputs provided insight into some of the challenges associated with ACG techniques. For 
example, although the implementations were generated from a common architecture, the generated code varied from 
tool to tool.  Among the tools there were differences of more than an order of magnitude in number of lines of code. 
In addition, each implementation of a subsystem involving interacting concurrent state machines and specified in 
UML statecharts, exhibited differing behaviors.  
 
 

Conclusions  

The partnership and the on-campus laboratory have provided exceptional opportunities for graduate students 
engaged in the program. These benefits include financial as well as professional growth experiences.  They have 
published the results of their work and have provided value technical data and results on software engineering 
practices and technologies to our industry sponsor. In meeting the challenges of the real-world learning 
environment, graduates have a solid foundation for professional success. The benefits to the university are apparent. 
The collaboration model is attractive to other industry partners whose interests include high dependability systems 
and a desire to enhance their software engineering teams through a mutually beneficial industry-academic 
relationship. 
 
The ongoing work of the laboratory is technology-transition oriented research, especially considering innovative 
practices and technologies representative of the maturation of software engineering into an engineering discipline. 
These efforts encompass modeling and analysis approaches particularly relevant to high dependability and safety-
critical real-time applications.  
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